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Abstract: The academic success of university students is a problem that depends in a multi-factorial
way on the aspects related to the student and the career itself. A problem with this level of complexity
needs to be faced with integral approaches, which involves the complement of numerical quantitative
analysis with other types of analysis. This study uses a novel visual-predictive data analysis approach
to obtain relevant information regarding the academic performance of students from a Peruvian
university. This approach joins together domain understanding and data-visualization analysis, with
the construction of machine learning models in order to provide a visual-predictive model of the
students’ academic success. Specifically, a trained XGBoost Machine Learning model achieved a
performance of up to 91.5% Accuracy. The results obtained alongside a visual data analysis allow us
to identify the relevant variables associated with the students’ academic performances. In this study,
this novel approach was found to be a valuable tool for developing and targeting policies to support
students with lower academic performance or to stimulate advanced students. Moreover, we were
able to give some insight into the academic situation of the different careers of the university.

Keywords: students’ performances; machine learning; learning analytics; educational data mining;
business intelligence in education

1. Introduction

The educational system in Peru is one of the fundamental factors for the development
and growth of the country [1]. Most countries consider improving their educational systems
to provide a better learning environment for the students and give a public value to the
society. For this reason, every year, the investment in public policies is constantly growing.
Currently, universities need instruments and relevant information to help them understand
the complex academic landscape and, thus, introduce targeted policies that allow helping
those students with more significant difficulties.

In Peru, in 2006, the National System for Evaluation, Accreditation, and Certification of
Education Quality was created in order to certify a quality education level for all students,
evidencing essential quality aspects after a rigorous evaluation of specific standards and
indicators [2]. Peru is a country that seeks to improve its educational system because it
ranks 127th out of 137 countries studied in educational quality [3] in 2019.

In recent decades, universities around the world have made efforts to identify low-
performing students to give them academic and vocational support in order to prevent
them from dropping out or being eliminated from their careers or institutions [4]. In this
sense, Peruvian universities have also paid attention to the student performance problem,
and demand methods and systems to analyze and identify students at academic risk, in
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order to guide the development of student retention policies and improvement of the
academic performance of their students [1,2].

An important approach found in the literature to address student performance prob-
lem is the application of Data Mining to analyze students’ context and factors related
to their performance [4]. This approach is known as Educational Data Mining (EDM).
EDM is the discipline in which Data Mining methods are explored, studied, and applied
in educational settings with widely known problems such as desertion, admission, and
student performance, among others [5]. Data Mining has a widely known method to extract
information that is not easily recognizable from raw data, using statistical and machine
learning techniques to identify relevant information and patterns that allow identifying the
factors that influence the academic performance of students.

Machine learning has been used to assess student performance prediction in higher ed-
ucation for the last decade in the literature with promising results [4]. Most of these studies
have been developed over two main type of datasets: student data from colleges/university
databases and from online learning platforms called online Learning Management Systems
(LMS). Authors have addressed the student performance prediction problem using classic
machine learning algorithms, and recently, artificial neural networks and deep learning.
In [6], data collected from a college database were used in order to predicts students’ per-
formance with a naive Bayes classifier, classification trees, k-nearest neighbors, and support
vector machine, where k-nearest neighbors outperforms the other classifiers. In [7], authors
used the Knowledge Discovery Database process to collect and prepare students’ data
through an LMS and applied logistic regression and support vector machine, achieving
Accuracy of 73% and 79%, respectively.

On the other hand, Ref. [8] used student data from an online LMS from four Greek
university courses and predicted student performance through a deep neural network
applying transfer learning, from data of one course to another, achieving an Accuracy
of 86%. In [9], a new deep-learning-based algorithm called GritNet was proposed. This
algorithm is an evolution of bidirectional long short-term memory, for student performance
classification. Likewise, authors in [10] trained a deep artificial neural network on data
extracted from an online LMS to predict risky students for early intervention, achieving
classification accuracies from 84% up to 93%.

For institutions that do not have an online LMS, such as the Peruvian university that is the
subject of study in this work, student data stored in institutional databases can be used to build
their own Learning Management System. Since the Peruvian university does not currently have
a system of this type, a method to identify low-performing students becomes an important step
in building a future Learning Management System for the institution.

The main goal of this work is to develop a visual-predictive data analysis scheme
(VPDA) using machine learning techniques to support targeting policies in order to im-
prove the academic performance of students. In this sense, the main contribution of this
work is to provide a visual-predictive data analysis that allows estimating the academic
projection of the student, since it constitutes a valuable tool for the development and target-
ing of policies to support students with lower academic performance or stimulate more
advantaged students. Moreover, this study offers a novel approach for higher education
institutions in the country and the greater South American region, allowing an analysis
of the educational context, subject to particular conditions, different from institutions on
other continents. The machine learning techniques allow classifying and predicting student
academic performance based on the grades obtained. Likewise, it segments students ac-
cording to their academic performance to follow them, taking advantage of their potential
and academic abilities, leading to the support of policies in student accompaniment.

The rest of this study is structured as follows: Section 2 presents the different related
works that precede this investigation. Section 3 details the visual-predictive methodology
used to assess the student performance problem. The results obtained are presented in
Section 4. Section 5 contrasts the discussion between the results obtained and other similar
studies. Finally, Section 6 describes the conclusions and future work.
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2. Related Work

Our visual-predictive data analysis approach can be situated in the Educational Data
Mining domain, as it has been designed to address the well-known EDM problem of
student academic performance prediction. In the literature, several studies about academic
performance analysis using machine learning techniques have been successfully applied
to predict the performance of higher education students [11–14]. Academic performance
has different research approaches, including the evaluation of the effect of the use of social
networks on academic performance using predictive models. For instance, the use of social
networks in classes partially affects students’ academic performance [15,16]. Likewise,
Ref. [17] used machine learning algorithms to determine the academic performance of
university students of the ultimate year and concluded that there is a relationship between
the behavioral characteristics of students and academic performance. Moreover, Ref. [18]
adopted machine learning algorithms to make an early prediction of students with a high
risk of failure in their academic performance.

Student academic performance prediction and analysis are necessary to help educators
identify student weaknesses and improve their scores, as well as help students improve
their learning activities [19]. For instance, Ref. [20] used family background variables,
and [21] used data from the interaction of the students to build predictive models of
student learning performance. Moreover, Ref. [19] used machine learning methods to
identify students with a high risk of dropping out of their careers and predict their future
achievements. Several supervised and unsupervised machine learning techniques have
been used to predict student performance by considering academic factors, highlighting pre-
admission scores and previous qualifications, together with non-academic information such
as emotional intelligence and resilience [4,22,23]. Different machine learning algorithms
have been used more frequently to address this type of scenario and to automate different
processes to evaluate academic performance [19,21,24,25].

Predicting student performance in higher education is challenging because of the large
amount of data and variables that can be used for problem modeling and analysis. This
situation generates a need to propose new models that could consider most of the available
variables affecting students’ academic performance and their learning process. In [26], the
authors mentioned that the prediction of student performance and its analysis with current
machine learning methods are valuable and necessary to help educators and educational
institutions identify student weaknesses and design strategies to improve their scores as
well as for students to improve their learning abilities.

Educational Data Mining works as the abovementioned often faced this problem
from a quantitative perspective only, even when they used demographic or socioeconomic
student data in their predictive model construction. In this work, our visual-predictive
approach complements machine learning findings with data visualization insights, which
could lead to additional findings that cannot be noticed with machine learning performance
scores (e.g., findings related to careers or institution-specific context). In this context, this
research seeks to develop a visual-predictive data analysis outline to provide a predictive
model of student academic success. Likewise, it aims to learn about different profiles of
students according to their academic performance, discover relevant factors and informa-
tion on the aspects on which they should concentrate to increase academic performance,
and consolidate the policies of academic performance of higher education students.

3. Visual-Predictive Data Analysis Scheme

In this work, we propose a visual-predictive data analysis scheme as a methodology
to obtain relevant information for developing and targeting policies to support students
with lower academic performance or to stimulate students with good performances. This
scheme represents an initial step for the creation of a Learning Management System for
the Peruvian university, and it has been designed as an adaptation of the well-known
Knowledge Discovery Database and CRISP-DM methodologies for the Educational Data
Mining field [27]. In this sense, the scheme becomes an extremely important tool for the
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institution, since it synthesizes the path of each step involved in a visual and interactive
way. As visualization is one of the pillars of this study, it is considered that the adaptation
of the KDD process allows obtaining a broad and complete panorama following a common
thread in the context of academic performance in Peruvian university students.

Figure 1 shows the VPDA scheme applied to extract the relevant information and
patterns to gain knowledge about the student performance in a Peruvian university. The
VPDA scheme consists of 6 sequential and recurrent stages: (i) Educational and Learning
Understanding, (ii) Data Understanding, (iii) Data Preparation, (iv) Predictive Modeling,
(v) Evaluation, and (vi) Selection. These stages are described below.
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Figure 1. Visual-predictive data analysis scheme for the academic performance of the university students.

3.1. Educational and Learning Understanding

Academic performance is considered as an evaluation of the knowledge obtained by
a university student by capturing the teaching received within the classroom [28]. This
performance is the context of the interactions that occur between students, teachers, and
the knowledge that circulates daily [29]. It is also pointed out that this variable is the one
that determines how beneficial the study was within the University. In [30], the authors
mention that academic performance fosters a double dimension of learning, both static
and dynamic, with the dynamic aspect being the one that responds to learning processes,
bringing out the student’s ability and effort. In contrast, the static aspect comprises the
product of the learning generated by the student and expresses an achievement behavior.
The academic is visualized within the numerical qualifications on the student’s capacity
in front of a test. In most cases, the institutional, social, family, and personal aspects of
students are not taken into account even though their impact on their academic responses
has been demonstrated [31,32].

The academic performance is given through different factors that, together, generate
the result of the expected academic performance of the students [29]. This performance
is not only based on the degree of education. Moreover, it implies the economic-, social-,
and family-related factors. For its part, the economic factor is of vital importance as a set of
physical, psychological, and tangible conditions in student learning; economic deprivation
forces the student to work and study, mostly neglecting studies. On the contrary, those
students who have a stable economy demonstrate responsibility and a broad academic
level within universities [1]. Likewise, Refs. [33,34] argue that the social factor involves
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the relationship with society and is decisive for better use of education. In addition, it
shows the degree of confidence in expressing themselves, including when investigating.
Furthermore, Refs. [35,36] state that the social and family environment that surrounds
the student plays a vital role in academic life, directly and indirectly, providing quality
education and social integration, establishing discipline, rules, and routines.

The academic performance of undergraduate university students is analyzed, an
indicator that can be measured with the academic grades presented during a given semester.
These qualifications are the end result of the teaching process, which corresponds to the
core business of any institution of higher education. In general, academic performance is
a very important indicator for the decision-making processes of a university, allowing to
assign benefits or incentives to students with good performance, as well as to intervene
and accompany students whose academic performance is low.

3.2. Data Understanding

The objective of this stage is to carry out an initial analysis of the available data and
select those attributes that are deemed pertinent based on different criteria. As an essential
criterion for selecting attributes, the relationship between the data and the problem’s nature
is considered. In this sense, in the present study, attributes associated with the academic
trajectory of the students were selected, among which are Time to Graduate, Failed Courses,
Failed Courses 2 plus times, and Dropouts.

Attributes associated with academic performance were also selected, representing the
grades obtained throughout the student’s stay at the University, such as First-Year Score,
Second-Year Score, and the classification of academic performance. These attributes were
selected as they provide valuable information to the analysis and are directly related to the
students’ academic performance. It is important to note that attributes such as Third Year
Score, Fourth Year Score, and Fifth Year Score were discarded since the later grades reflect
the students’ academic performance. Meanwhile, early grades, such as First-Year Score and
Second Year Score, serve as prior antecedents for estimating the academic performance
that a student can achieve at his final year, representing the objective of constructing a
predictive model with machine learning methods.

On the other hand, demographic attributes such as gender, age, marital status, and
religion were also selected since these types of data account for information underlying
the students’ environment and can influence their academic performance. Finally, the
Payment Scheme attribute was considered as data that reflect the students’ socioeconomic
information. Table 1 presents all the selected attributes to perform the analysis and generate
a predictive model of the academic performance of university students.

Table 1. Data dictionary.

Attributes Data Type Range-Values

Gender category F-M
Age int 20-72

Marital Status category S-M-D-W-EC-O
Religion category A-C-E

Scholarship category B18-BC-BV-N
Time to Graduate int 4-14

Failed Courses int 0-35
Failed Courses 2 plus times int 0-15

Dropouts int 0-5
First Year Score float 0-20

Second Year Score float 0-20
Career category X

Payment Scheme category X
Performance category Good-Regular

3.3. Data Preparation

In this stage, the data are prepared for further analysis according to three criteria:
completeness, consistency, and coherence. The first criterion focuses on the completeness
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of the data, where the records with missing data are imputed with the mean values or the
mode depending on whether they are numerical or categorical attributes, respectively. The
second criterion corresponds to consistency, which stipulates that the values of all records
must follow the same format and encoding, depending on the type of corresponding
data. For example, for the categorical attribute Gender, the values “Female” and “F” are
consolidated only with values “F”, and the values “Male” and “M” only with values “M”.
The values of the numerical attribute Performance are limited to 4 decimal places. The
third criterion corresponds to coherence, it indicates that all the values of an attribute
must follow a specific probability distribution and the outliers must be handled. In this
study, the outliers of the dataset were separated since exchange students who were passing
through the institution were treated. Although one of the University’s majors (Theology:
Philosophy) has students much older than the average age, the rest of its attributes follow
the trend of the rest of the students. Therefore, it is assumed that the dataset does not have
clearly marked outliers, and all records are accepted for use in the experiments performed.

On the other hand, to effectively execute machine learning techniques, the data must
have a specific and uniform format, and range of values. In this sense, categorical data
transformation techniques are applied to numerical data so that the algorithms can interpret
the data. The ranges of values are also standardized for all attributes so that the attributes
have the same magnitude of values and the generated models do not have biases. The
data standardization technique was used, which transforms the attribute values with a
mean of 0 and standard deviation of 1. In Equation (1), for each feature, given a value Xi,
a new value Zi is calculated using the average X = 1

n ∑n
i=1 Xi and the standard deviation

Sn−1 =
√

1
n−1 ∑n

i=1(Xi − X)2 of the variable:

Zi =
(Xi − X)

Sn−1
i = 1, . . . , n (1)

3.4. Predictive Modeling

In this stage, the following machine learning models are implemented: Linear Dis-
criminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), Decision Tree (DT),
Random Forest (RF), Regression Linear (LIN REG), SVM-Linear (LIN SVM), SVM-Radius-
Basal (RBF SVM), Perceptron (PCT), Multi-Layer Perceptron (MLP), K-Nearest Neighbors
(K-NN), Gradient Boost (GRD Boost), and eXtreme Gradient Boost (XGBoost).

Regarding a specific configuration of the execution parameters, the LDA used Singular
Value Decomposition (SVD) as a solver. In contrast, the Decision Tree and Random Forest
used a maximum branch depth of 4 levels and a Gini function to estimate the quality of the
data division. On the other hand, the Linear Regression used a regularization parameter
(C = 100). The Linear SVM and RBF SVM used a regularization parameter (C = 1) and a
gamma kernel coefficient with value 1/(|X|σ), considering the data variance. An MLP with
two layers of 5 neurons was used, with a parameter α = 0.1 and a limit of 1000 iterations
per epoch. The perceptron performed a maximum of 40 iterations. The KNN considered
groups of 5 neighbors and a Euclidean distance in its execution. On the other hand, GRD
Boost and XGBoost used 100 estimators and generated trees with a maximum depth of
4 levels.

3.5. Evaluation
3.5.1. Models’ Performance Evaluations

The hold-out or cross-validation schemes can be used to evaluate the performances
of the machine learning models. On the one hand, in the hold-out scheme, the dataset is
separated into two subsets: the Training and the Testing sets. The training set is used to fit
the machine learning models, while the testing set is used the evaluate the generalization
performance. On the other hand, the cross-validation scheme separates the dataset into k
subsets or folds, where k− 1 folds are used for training and the other fold is used for testing.
The confusion matrix corresponds to a summary of the prediction results obtained with the
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machine learning model. Given n samples, the TP is the number of true positives, the TN is
the number of true negatives, FN is the number of false negatives, and FP is the number of
false positives. To evaluate the performance, we use the classification metrics obtained from
the confusion matrix. These metrics are Accuracy, Precision, Recall, and F1-score, following
Equations (2)–(5), which are described below.

Accuracy =
TP + TN

n
(2)

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F1 = 2
Precision · Recall

Precision + Recall
(5)

Accuracy measures the proportion of samples that are correctly classified. Precision
measures the proportion of predictive positives that are correct. Recall measures the
sensitivity of the classifier to detect the positive cases. F1-score is the harmonic mean of the
Recall and the Precision and gives a trade-off measure between the Recall and the Precision.

3.5.2. Visual Data Analysis

Different types of charts and visual representations of data allow seeing information
patterns that are not visible with numerical indicators in a simple and explanatory way. This
data representation and evaluation technique is part of a research line called Visual Data
Analysis, which has been widely developed in the literature and in different fields of appli-
cation, highlighting Business Intelligence, which has developed an industry with highly
sophisticated and widely used products around the world such as Tableau, Google Data
Studio, Microsoft Power BI, and QlikView, among others. These tools are utilized alongside
many open-source libraries such as Matplotlib, Seaborn, and Pyplot, and a detailed visual
analysis from simple charts to sophisticated and complex visual representations, such as
georeferenced map charts and heat maps, bubble charts, Radar charts, or Sankey diagrams.
The approach proposed in this research uses both sophisticated and straightforward charts
to obtain insights related to the academic performance of university students.

3.6. Selection

As a product of the application of each algorithm over the data of university students,
a model for student academic performance for new students was obtained. All the per-
formance metrics need to be analyzed in order to select the best machine learning model.
In this way, the generation of this predictive classification model means a mechanism for
identifying students with high or low performance, and could help the Peruvian university
to define pertinent policies and strategies for enhancing and supporting students according
to their predicted academic performance.

4. Results

This section shows the results obtained by applying the VPDA approach over data
from the Peruvian university students. In Section 4.1, the results of the visual data analysis
are shown, while in Section 4.2, the results obtained with the predictive model are detailed.

4.1. Results of the Visual Data Analysis

Figure 2 shows the correlations between students’ data attributes. A strong positive
correlation can be observed between academic performance (Label attribute) and the score
obtained during the first two years. On the other hand, a strong negative correlation with
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respect to the Failed Courses was observed. However, this chart does not find a correlation
between the student performances and the career or the department of origin.

Figure 3 shows that the Faculties of Theology and of Human Sciences and Education
with their professional careers have a higher average academic performance: THEO_MSE
with an average of 16.5, EDU_PIB with 16.4, THEO with 16.1, and EDU_MSA with 16.1. On
the contrary, the FIA and FCE faculties with their professional careers have lower average
academic performance: SYS_E with 14.8, MAR_IB with 14.8, ARCH with 14.4, ACC with
14.4, and CIV_E with 14.2.

There is also a relationship between academic performance and the average number
of subjects failed by students. In Figure 4, it can be seen that the FIA and FCE faculties with
their professional careers have a greater number of students who failed a course more than
two times: CIV_E 14, MAN_IB 13, ENV_E 13, and ACC_TM 12. This is quite the opposite
in the populations of TM_PHI 1, EDU_PIB 2, EDU_MSA 3, and THEO_MSE 4.

In terms of the academic performance of the students, in Figure 5, it can be seen
that the main focuses of students with “Regular” performance are found in the careers
Psychology, Book-keeping and Tax Management, Management and International Business,
Environmental Engineering, and markedly in Civil Engineering. This indicates that there
are certain careers in which students with “Regular” performance are grouped, either due
to the difficulty of the curriculum or other types of factors, which must be explored and be
the focus of attention for the university.

Meanwhile, Figure 6 shows the distribution of students according to their academic
performance in the different faculties of the University. In the Engineering and Architecture
and Business Studies faculties, it is observed that most of the student body has a “Regular”
academic performance, which coincides with the careers that present the highest volume
of regular students in Figure 5. Meanwhile, in the faculties of Humanities and Education
and Theology, this trend is reversed, observing that the number of students with “Good”
academic performance exceeds the number of students with “Regular” performance. How-
ever, in the Faculty of Health Sciences, the proportion of students is more balanced, with a
slight tendency in favor of students with “Good” academic performance.

Figures 7 and 8 show the average values of the four attributes with the greatest
weight in the selected predictive model, distributed in careers and faculties, respectively.
It is important to mention that the values presented are scaled in the interval [0, 1] ∈
R, considering the minimum value xmin and the maximum value xmax of the attribute,
following Equations (6) and (7), where xstd corresponds to the standard deviation of the
attribute and xscaled to the scaled value.

xscaled = xstd · (xmax − xmin) + xmin (6)

xstd =
(x− xmin)

(xmax − xmin)
(7)

Considering these four attributes as the factors with the greatest influence on the
classification of a student’s academic performance, Figure 7 shows that, for each faculty,
the classification factors change. For example, in the Humanities and Education Faculty
and the Theology Faculty, the First Year Score and Second Year Score have a much higher
average value than in the other faculties, which helps to explain the higher proportion of
“Good” students compared with “Regular” students. In addition, in Theology, there is also
an age rank much higher than the rest of the faculties.
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Figure 2. Student attribute correlation diagram.
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Figure 6. Student’s Performance Classification distributed over faculty.
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Figure 7. Principal factors by faculty. Distribution of the values of the most important attributes in
the predictive model according to faculty.
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Figure 8. Principal factors by career. Distribution of the values of the most important attributes in the
predictive model according to career.
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In terms of Failed Courses, it is appreciated that the Faculties of Business Studies, and
especially Engineering and Architecture, stand out for achieving the highest average values
in this attribute. In addition, both schools have the minimum First Year Score and Second
Year Score, which creates a notoriously complicated scenario in these schools. Consequently,
these faculties demand more attention for the university, especially to address the high
values in Failed Courses. For its part, the Faculty of Health Sciences has the average values
of the most balanced attributes, approaching the Mean Value in both First Year Score and
Second Year Score and age. However, it has the lowest value in Failed Courses.

Regarding the distribution of the most influential factors in the predictive model ac-
cording to career, in Figure 8, it is observed that, in general, the average values of the Second
Year Score are higher than the First Year Score, which indicates that almost transversally
in all majors, there are students who after their first year of stay at the University manage
to improve their grades in their second year. This phenomenon can generate a space for
improvement in institutional policies for the accompaniment of “Regular” students, which
could have some kind of effect on the reduction of the Failed Courses factor. In terms of
age, it is observed that Theology: Philosophy has the highest average age, while other
careers associated with theology have a much lower average age; this indicates a wide
range of ages in these careers, which in turn, poses challenges in the teaching field to
provide services to students of different ages. On the other hand, as can be seen in Figure 7,
the degrees associated with engineering show the highest average values in Failed Courses.

4.2. Results of the Predictive Performance Evaluation

An experiment was carried out for each of the selected machine learning methods,
based on 30 repetitions of the Hold-out validation scheme; 80% of the data were used for
training and 20% for testing. In addition, the data separation was marked by the Shuffle
Split technique, which performs a random permutation of the dataset records to form the
training and test sets [37,38].

After the training and testing process of the selected classifiers, the results were
obtained in Table 2. Almost all the machine learning models performed well, surpassing
86% Accuracy, with the exception of QDA, which obtained only 46.0% in that indicator.
In this sense, the XGBoost classifier is recommended, as it shows the best performance
indicators, mainly in Accuracy, reaching 0.912, with a good balance between Precision
0.9263 and Recall 0.9454, and an F1-score of 0.9358. On the other hand, although there are
classifiers with similar performance to the XGBoost in terms of Precision, Recall, and F1-
score, these differences are minimal and considered negligible. However, the LDA classifier
stands out in Recall (0.9696), indicating that this classifier better identifies students with
good academic performance. On the other hand, the MLP showed better Precision (0.9268).

Table 2. Results of the evaluation of the machine learning models with a cross-validation approach
of 30 executions.

Classifier Accuracy F1-Score Precision Recall

XGBoost 0.912 ± 0.0072 0.9358 0.9263 0.9454
Linear SVM 0.909 ± 0.0071 0.9359 0.9243 0.9478
Linear Reg 0.908 ± 0.0075 0.9338 0.9180 0.9503

Decision Tree 0.905 ± 0.0089 0.9322 0.9228 0.9418
Random Forest 0.904 ± 0.0080 0.9280 0.9253 0.9309

LDA 0.901 ± 0.0091 0.9269 0.8879 0.9696
RBF SVM 0.900 ± 0.0077 0.9315 0.9147 0.9490

MLP 0.899 ± 0.0382 0.9312 0.9267 0.9357
Gradient Boost 0.893 ± 0.0097 0.9257 0.9218 0.9296

Perceptron 0.880 ± 0.0119 0.9121 0.9177 0.9066
K-NN 0.862 ± 0.0102 0.9062 0.8671 0.9490
QDA 0.460 ± 0.0657 0.2677 0.8904 0.1575

One of the possible causes that the considered classifiers obtain good performance is
the separability of the Label attribute (classes), because as shown in Figure 9, if the Failed
Courses and Second Year Score variables are considered, it is observed that the classes can



Appl. Sci. 2022, 12, 11251 13 of 18

be separated even with a straight line. Although, the linear classifiers such as LDA, Linear
SVM, and Linear Regression show good performance.
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Figure 9. Scatter plot showing relationship between Failed Courses and Second Year Score; the colors
that represent each value of the target indicate that they are linearly separable.

In terms of the importance of student attributes in predicting academic performance,
the classifiers XGBoost, Random Forest, and Decision Tree assign coefficients to student
features in such a way that the greater the value of the coefficient, the greater the weight or
importance of the feature in the target. In order to interpret other types of classifiers, the
shap-values [39] technique was used. This technique allows calculating coefficients, called
shap-values, for any classifier and determining the features that have the greatest weight in
the predictive model generated by it. In this way, it is possible to superficially understand
the underlying model generated by the classifier and to know the features that are most
important or most related to the value of the predictions. In this context, Figure 10 presents
the shap-values associated with the predictive model generated by the XGBoost classifier,
which achieved the highest performance indicators.

In Figure 10, a set of points is distributed according to their shap-value on a specific
number line, for the 20 most important characteristics for the prediction of the model
generated with XGBoost. On the other hand, each point is assigned a color defined in a
color scale that represents the magnitude of the value of the characteristic in a register; this
allows us to visually find patterns in the figure. For example, Failed Courses contains the
highest shape-values magnitude (both in positive and negative magnitude).

Then, it can be seen that the highest Failed Courses values (with colors tending
to red) are located towards the negative end of the shap-values, i.e., they have a more
negative impact on the prediction value. Conversely, the lower Failed Courses values (with
colors tending to blue), the higher the shap-values. This indicates that there is a negative
correlation between the impact and the Failed Courses feature values—that is, the higher
the feature value, the greater its negative impact on the negative axis. In addition, it can
be interpreted that the greater the magnitude of Failed Courses, the lower the prediction
value, which in the case of this study, tends to be classified as Regular student.

Finally, in Figure 10, it can be observed that the following characteristics of greater
importance for the predictive model are Second Year Score and First Year Score with a
positive correlation between their values and their impact (the higher the grade, the higher
the value of the predicted performance tending to a Good student), followed by age and
Career Architecture with negative correlation. Then, characteristics related to careers and
faculties are found with considerably low magnitudes of importance in relation to the first
three characteristics of greater importance. From the fourth place down, the importance list
varies by the classifier, where places are swapped in the importance list features such as
age; sex; Time to Graduate; features related to Payments Schemes; and some careers such



Appl. Sci. 2022, 12, 11251 14 of 18

as Architecture, Civil Engineering, Psychology, and Nursing, among others. In addition,
some faculties also appear, such as the Faculty of Theology, Faculty of Engineering and
Architecture, and Faculty of Business Studies.
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Figure 10. Shap-values for XGBoost, indicating the most important features of the predictive model
generated by this classifier.

5. Discussion

There are several studies in the literature that address the prediction of academic
performance using machine learning techniques [6,38,40–43], in which it has been possible
to determine that there are various factors that influence the academic performance of a
student. As has been seen in [40,42], the academic trajectory of students plays a fundamental
role in predicting their academic performance. As it has been corroborated in this study,
the number of Failed Courses and the First Year Score and Second Year score obtained
by a student corresponds to a relevant factor in the prediction of their future academic
performance, as it has also been corroborated in many studies such as [40].

In Table 2, it is observed that the XGBoost algorithm provides a high rate in Accuracy
0.91, Precision 0.94, and Sensitivity 0.94, developed with 30 executions.It is important to
consider the shape-values technique to identify the features with greater importance for
the prediction of academic success, due to the magnitude of the value, which indicates
the strength with which the corresponding feature influences the decision-making process,
according to success stories in [44,45]. In this sense, Figure 10 presents the coefficients
associated with student attributes, where the higher the value of the coefficient, the greater
magnitude of importance of the attribute in the model.

Consequently, it was identified that the attributes with the greatest magnitude of
importance correspond to Failed Courses, First Year Score, and Second Year Score due to
their relationship with the academic performance of students. Despite these well-known re-
lationships, other important attributes are related to student performance such as student’s
professional career, where careers such as Career_Architecture, Career_Civil Engineering,
Career_Psychology, and Career_Nursing are important to the model. This situation is
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consistent with the distribution of academic performance according to professional career
presented in Figure 3, where it is observed that the most important professional careers for
the predictive models are those in which students have the worst grade point average. In
the same way, the importance of the Failed Courses attribute is also linked to the distribu-
tion of Failed Courses shown in Figure 4. This leads to determine that the more difficult
careers for students are more important for predictive models. All these findings allows us
to use and validate with a study case the proposed visual-predictive approach, in order to
give insights about academic performance in the Peruvian university, and the main factors
related to regular-performing students and good-performing students.

Besides the relation between academics attributes and student performance, we an-
alyzed the predictions made using XGBoost and found a particular scenario that has to
be considered for the Peruvian university if they use our proposed visual-predictive data
analysis approach. This scenario is related to Type II Error, which occurs when a student is
predicted to have a good performance while he actually has a bad performance. From the
testing dataset, those students that ended with poor performance (with a Fifth Year Score
less than or equal to 12), 18% of them (8 of 44) were classified as good while having regular
performance. This error is dangerous for the Peruvian university as they may not support
some student that require attention in order to improve their performance, and in some
cases, those students can drop their career or be academically eliminated.

Thus, it is important to verify that those students facing incorrect prediction do present
low values on features related to their academic performance such as Failed Courses, Failed
Courses 2 plus times, and Time to Graduate or Dropouts. Therefore, it is important to
consider that these features could lead to Type II Error in this scenario, and it must be
a critical consideration in a future LMS for the Peruvian university design. It may be
presented as a special dashboard or list of students that have not been considered as
Regular-performing students, and need to be considered in the application of an academic
support strategy by the institution.

It is worth mentioning that this study has some limitations. It is the first time these
data have been explored in a scientific report; there are no previous results in the literature.
On the other hand, we have some restrictions on access to demographic, financial, and
other non-academic-related variables. We believe that the analysis and approach would
be more robust with the inclusion of these variables. In this sense, the scope would be
more clarifying, and the findings could help decision-making-related problems in the
teaching–learning process.

6. Conclusions and Future Scope

The results obtained allow us to affirm that the selected machine learning techniques
presented an efficient predictive capacity, mainly due to the linear relationship between
academic features and student performance. Eleven different models were used. However,
among all these, the XGBoost is recommended because it shows better performance indica-
tors, both in Accuracy as well as in Precision and Sensitivity. The key factors for classifying
the academic performance of a student at the Peruvian university are the number of Failed
Courses, together with the grades of the first and second year, which are decisive—that is,
if we want the student to have a performance. Optimal action must be taken in the first two
years and corrected so that in the following years, a good academic performance can be
maintained according to the forecast of the model. This visual-predictive model represents
a promising alternative for the identification of factors involved in academic performance
for the Peruvian university, which does not have any identification method yet.

There are studies that have demonstrated the existence of factors external to the
academic trajectory, influencing in an important way the academic performance of the
students [46]. In this sense, another look at the contribution of this study corresponds to
the fact of introducing additional factors, such as financial and demographic indicators,
to the analysis. In this way, for future work, information on the academic curriculum,
and demographic and socioeconomic data of the students can also be incorporated. The
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incorporation of these factors enriches the mechanism for detecting students with academic
problems, providing valuable information to develop strategies and activities for students
who need to increase their academic performance. Analogously, the tools presented in
this study make it possible to measure academic performance under categories, and this
places universities at a higher level of maturity, as referred to in [47]. Finally, the proposed
visual-predictive approach can be considered for an initial LMS for the Peruvian university
in order to systematize the academic support to their students.
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